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bstract

As reported in a previous paper [1], the main objective of the new commission of the Société Française des Sciences et Techniques Pharmaceutiques
SFSTP) was the harmonisation of approaches for the validation of quantitative analytical procedures. In a series of meetings, members of this
ommission have first tried to review the objectives of analytical methods and the objectives of validation methods and to recommend the use of

wo-sided �-expectation tolerance intervals for total error of validation samples (accuracy profile) in the acceptance/rejection of analytical method
n validation phase.

In the context of the harmonization, the other objectives were: (i) to propose a consensus on the norms usually recognized, while widely
ncorporating the ISO terminology; (ii) to recommend to validate the analytical procedure accordingly to the way it will be used in routine; (iii)
o elaborate a rational, practical and statistically reliable strategy to assure the quality of the analytical results generated. This strategy has been
ormalised in a guide and the three latter objectives made by the Commission are summarised in the present paper which is the second part of
ummary report of the SFSTP commission.
The SFSTP guide has been produced to help analysts to validate their analytical methods. It is the result of a consensus between professionals
aving expertise in analytical and/or statistical fields. The suggestions presented in this paper should therefore help the analyst to design and
erform the minimum number validation experiments needed to obtain all the required information to establish and demonstrate the reliability of
ts analytical procedure.

2007 Elsevier B.V. All rights reserved.
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Table 1
illustration of the interpretation of the concept of accuracy

Accuracy vs. trueness

Statistics Total error = systematic error + random
error = bias + standard deviation

ISO [15,16] Total error = trueness + precision = accuracy
ICH [10] Total error = ? accuracy (Q2R1, Part I) [10]
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. Introduction

Irrespective of the sector of activity (chemistry, pharmacy,
io-pharmacy, food processing, environment, cosmetology,
tc.), the goal of validation is to establish that the analyti-
al method is suitable for its intended use, i.e. to prove the
eliability of method results within well defined limits. An
pproach that is used currently is to define acceptance crite-
ia based only on point estimates of assay parameters without
n assessment of uncertainty. With this approach, the risk of
ccepting an unsuitable assay and rejecting a suitable assay are
nknown and uncontrolled [2,3]. An alternative approach that
ontrols these risks is to use accuracy profiles based on two-
ided �-expectation tolerance intervals for total measurement
rror (including both bias and precision) of validation standards
4,5]. Such an approach reflects more directly the performance
f individual assays and will result in fewer rejected in-study
uns than the current procedure that compares point estimates of
bserved bias and precision with the target acceptance criteria,
.g. 2% (bulk drug), 5% (dosage form) or 15% (bioanalysis) [6].
t is why this approach has been adopted by the new SFSTP com-
ission on the harmonisation of approaches for the validation

f quantitative analytical procedures [1,7]. The accuracy profile
onstitutes for the analyst a visual tool allowing him to evaluate
he capability of its method. In the context of harmonization, it is
lso needed to make the difference between the statistical tools
hat allow taking a decision (accuracy profiles) and the statistical
ests that have a diagnostic purpose (estimation of trueness and
recision). Indeed, as mentioned in the first part of the SFSTP
uide [7], every analytical method is characterized by a “true
ias” (systematic error) and a “true variance” (random error).
hese parameters are inherent in each method and they are also
lways unknown. In fact, an estimation of the method bias and
ariance can be obtained from the experiments carried out dur-
ng method validation. These estimates will be more reliable
f the experimental design and the number of experiments per-
ormed in the method validation are appropriate [8,9]. On the
asis of these estimates for method bias and variance, the accep-
ance limits for the performance of the method make it possible
o define the concept of “good analytical method” for a given
eld (e.g. bioanalysis) [4]. It is in this context that the statistical
nalysis of the validation results can find its real dimension and
hat the new commission proposed to review the bases of the
nalytical validation for developing harmonized approach, by
istinguishing notably the diagnosis rules and the decision rules
s reported in the first part of the SFSTP summary report [1,7].

On the other hand, considering official documents on
alidation of analytical methods [6,10–17], similarities (e.g.
etermination of accuracy, use of confidence intervals) and
iscrepancies (e.g. determination of linearity, interpretation of
ccuracy) can be found. It is why the new SFSTP guide also aims
o propose in the present paper (part II of the summary report
f SFSTP Commission [7]) a consensus on the norms usually

ecognized, while widely incorporating the ISO terminology. It
lso emphasizes the necessity to validate the analytical method in
he same way it will be used in routine. However, as can be seen
rom the scientific literature, even if the validation criteria are

r
T
S
Q

? = accuracy (Q2R1, Part II) [10] + precision
accuracy (Q2R1, Part II) [10] = trueness ISO [15]

efined, validation methodology together with practical experi-
ental protocols are highly discussed [see for example 18–34]
hus, the new SFSTP guide finally presents an experimental
trategy for the validation of the dosage procedures, regardless
f the industrial sector, to optimally use experiments performed,
o extract a maximum of information from the results and to

inimize in routine the risks to re-analyze samples. The overall
FSTP approach [1,7] will therefore minimize considerably the
isk to accept a procedure that would not provide sufficiently
ccurate results or, to the opposite, to reject a procedure that
ould be capable [35,36].

. Terminology

The following generally accepted validation criteria [6–17]
re listed in the SFSTP guide:

pecificity – selectivity Trueness
esponse function (calibration curve) Accuracy
inearity Limit of detection (LOD)
recision (repeatability and intermediate
precision)

Limit of quantitation (LOQ)

Assay range

In addition, according to the domains concerned, other spe-
ific criteria can be required, for example the following ones: (i)
nalyte stability; (ii) recovery; (iii) effect of the dilution, etc.

It must be underlined that the validation criteria mentioned
bove must be evaluated, as much as possible, in the same matrix
s the one of the samples intended to be analysed. Nevertheless,
he definition of a matrix depends on analyst responsibility and
ome matrix regrouping, generally admitted by the profession
or an application domain given, can be performed. Moreover,
ach modification of a previously validated method automati-
ally involves a re-validation, the extent of which depends on
he modifications made and their possible influence on specific
alidation criteria [7,12,37].

On the other hand, it is important to specify that there is not yet
global consensus between the various regulatory documents

ISO, ICH, AFNOR, SANCO, FDA, . . .) for the definition of the
riteria to be tested during the validation step [6–17]. For exam-
le, the linearity criterion can appear or not and its interpretation
an be different from one document to another [6,10–12,37–39].
t is the same for the trueness that can be confused with the accu-

acy according to the referential used [10–17] as illustrated in
able 1. The definitions of the validation criteria selected by the
FSTP Commission are most often those given in the ICH text
2R1 [10] excepted for the four criteria, described below, for
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objective of the analytical procedure is not its validity but its
routine use. Consequently, this usage in routine necessarily must
be coupled with the set up of a quality control (QC) of which the
objectives are on one hand the validity of the obtained results on
2 Ph. Hubert et al. / Journal of Pharmaceut

hich the ISO norm was in particular selected as referential in
rder to obtain harmonized definitions.

.1. Response function (calibration curve)

The response function of an analytical procedure is, within
he range, the existing relationship between the response (signal)
nd the concentration (quantity) of the analyte in the sample. The
alibration curve is the simplest monotonous response function
6,12,37,40].

The response function can be linear (straight line), but non
inear models, sometimes induced by the detection method or
y a wide concentration range, can also be observed [37,39,40].
he response function must however be monotonous, i.e. strictly

ncreasing or decreasing. It must be noticed that the estimation of
uch a function using common fitting methods (e.g. least squares
ethod) assumes that whatever the concentrations the response

ariance is a constant (homoscedasticity). However, this hypoth-
sis is rarely met when the range is wider. The function meeting
hese requests and fitting the response is the calibration curve,
hich is then used to calculate the concentrations, i.e. the results.

.2. Linearity (of the results)

The linearity of an analytical procedure is its ability within
definite range to obtain results directly proportional to the

oncentrations (amount) of the analyte in the sample [10].
The linearity criteria must only be applied to the results [cal-

ulated concentration = f (introduced concentration)], not to the
esponses [signal = f (introduced concentration)]. The linearity
s required for the evaluation of the trueness, but a linear rela-
ionship between calculated concentrations and introduced ones
oes not guarantee the trueness of the analytical procedure (e.g.
hen bias is present) [37,40].

.3. Trueness (bias)

The trueness of an analytical procedure expresses the close-
ess of agreement between the mean value obtained from a series
f measurements and the value which is accepted either as a con-
entional true value or an accepted reference value (international
tandard, standard from a pharmacopoeia) [15].

The measure of trueness is generally expressed in terms of
ecovery and of absolute or relative bias (systematic error). It
ust be again notified that the trueness was also called “accu-

acy” or “accuracy of the mean”. Nevertheless, this use is not
ecommended [15,40].

.4. Accuracy

The accuracy of an analytical procedure expresses the close-
ess of agreement between the value found and the value which

s accepted either as a conventional true value or an accepted
eference value [10,15,40].

The closeness of agreement observed is the resultant of the
um of the systematic and random errors, in other terms, the
nd Biomedical Analysis 45 (2007) 70–81

otal error linked to the result. Consequently, the accuracy is the
xpression of the sum of the trueness and precision.

In ISO definitions of 1994 [15], accuracy is very close to the
rueness. However, the note shows that it is a mixture between
he trueness (a bias) and precision (a standard deviation). This is
hy the accuracy term is always accompanied by trueness and
recision in the title of the ISO 5725 norm. In fact, one cannot
easure in only one parameter, difference compared to a ref-

rence value and a dispersion of the results. This is why, the
reference is now given to the terms, on the one hand, of uncer-
ainty which is characterized by a composite standard deviation
of which one of the components is the random component of
he bias of trueness), on the other hand, of trueness. It is still to
ote that the only interest of uncertainty compared to precision
s to be close to the traditional vocabulary of metrology.

. Validation protocols

.1. Life cycle

As illustrated in Fig. 1, the implementation of a dosage pro-
edure can be decomposed essentially in four successive phases:
1) a selection phase that allows to define the objectives and the
nitial operational conditions; (2) a development phase, with or
ithout optimization by means of experimental designs (robust
ptimization); (3) a phase of validation that could be preceded
y a pre-validation phase; (4) an application phase in routine,
ncluding most often a validation in routine and sometimes a
artial validation.

The validation of a method has to be considered as an element
ntervening after the development of a new analytical procedure
nd so its performances will evolve during the course of the
ifferent phases of his life cycle (cf. Fig. 1). Confidence in the
nalytical results will considerably evolve during the course of
he two first phases to go towards an increased confidence of
hich the validity is assessed in validation phase. However, the
Fig. 1. Life cycle of an analytical procedure.
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he unknown samples, and on the other hand the assessment of
he continuity of the performances of the analytical procedure
t the time of its use in routine.

Consequently, before beginning the validation, basic infor-
ation on the performances of the analytical procedure are

esirable, and even essential in some cases. These prerequisites
o the validation concern in particular the relevance of the regres-
ion model retained to be the response function, the knowledge
f the variability of the results, the limit(s) of quantification and
he assay range. Two cases are frequent: either this informa-
ion was obtained during the development, because of the use
f an experimental design for example, or this information is
nknown at the end of the development phase. In such a case, a
re-validation phase completes the development of the analyt-
cal procedure. Nevertheless, in the case of simple procedures,
t is conceivable that the analyst begins directly with the phase
f validation. For that reason, the validation will be described in
he present paper before the pre-validation protocol.

.2. Protocols in validation phase

The calibration standards (CSs), which are samples of known
oncentrations, with or without matrix, that allow to draw the
alibration curve, must be prepared according to the protocol
hat will be applied in routine, i.e. the same operational mode,
he same number of concentration levels (calibration point) and

he same number of repetition by level. The validation standards
VSs), which are samples reconstituted in the matrix or in any
ther reference material with true values set by consensus and
sed to validate the analytical procedure, have to be independent

t
t
u
a

Fig. 2. Algorithm to select a validation protocol; CSs:
nd Biomedical Analysis 45 (2007) 70–81 73

amples (within-series variability) if it is applicable. Indeed, they
ctually represent, in validation phase, the futures samples that
he analytical procedure will have to quantify. Each VS has to
e prepared and treated independently as a future sample. The
ndependence is essential for a good estimation of the between-
eries variance. In practice, the effects of “day”, and “operator”
re most often considered. It has to be noticed that, following
he analytical constraints, the day effect can be replaced by the
eries effect, for example while realizing two series on a same
ay, as far as the analytical procedure is recommenced in its
ntirety between the series (sample preparation, different solu-
ions, reactive, calibration, etc.). Moreover, in order to estimate
he intermediate precision, i.e. the precision within the labora-
ory of interest under different operational conditions, alternative
xperiments have to be envisaged. Indeed, the analytical pro-
edure is not developed to quantify in routine with the same
perator and on the same equipment a single unknown sam-
le during a day but a very large number of samples through
ime and so, implying often several operators and several equip-

ents. The independent character of the calibration standards
s less important as far as the protocol used in validation phase
ould be the same as the one that will be employed in rou-

ine. The calibration method is actually part of the definition of
he analytical procedure. Finally, it appears for us important to
nsist on the fact that the validation phase is the ultimate stage,
efore the exploitation of the analytical procedure, allowing us

o reasonably estimate its performances in the expected opera-
ional conditions and also to check its capability to quantify each
nknown sample that it will have to measure. The Fig. 2 presents
decision tree to help the analyst to select an experimental pro-

calibration standards; VSs: validation standards.
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Table 2
Choice of number of calibration standards and validation standards depending on the selected protocol

Standards Concentration levels PROTOCOL

V1 V2 V3 V4 V5

CSs without matrix
Low 2 2
Mid 2 (2)a 2 (2)a

High (2)b 2 (2)b 2

CSs within matrix

Low 2 2
Mid 2 (2)a (2)a

High (2)b 2 2
Additional (2)c

VSs within matrix
Low 3 3 3 3 3
Mid 3 3 3 3 3
High 3 3 3 3 3

Minimum number of series 3 3 3 3 3

Total number of experiments (minimum) 33 45 39 63 45

a Considering the regression model selected (ex.: simple regression line), the possible suppression of the mid range concentration level depending on the regression
model considered to express the response function (for example: model as the simple regression line). In this case, there are 39 experiments for the protocols V2
( col V
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t

without matrix) and V5 (within matrix). There are 51 experiments for the proto
b Selection of a concentration level higher than the target concentration in ord
c Addition of a concentration level for a more complex response function (fo

ocol of validation according to the constraints or specificities
inked to the dosage procedure of interest.

As can be shown from Fig. 2, without relevant information
btained during the development or special knowledge of the
nalyst on the performances of the procedure, a pre-validation
hase is recommended. However, if these information are avail-
ble, it is first of all recommended questioning on the presence
r the absence of a matrix effect. In case of absence, the follow-
ng question is about the concentration levels that will be used
n routine for calibration. Depending on the answers, the proto-
ols V1 (only one concentration level) or V2 are recommended.
n case of evidence of matrix effect, the protocol V5 has to be

onsidered. Finally, in case of doubt, the protocols V3 and V4
re proposed according to the wanted calibration levels.

These different protocols are summarized in the Table 2, also
resenting the types of standards (CSs and VSs) as well as the

c
s
o
r

Fig. 3. Description of protocol V1. (1) Additio
4.
calibrate (for example: 120% of target concentration).
ple: 4-parameter logistic regression).

oncentration levels to use accordingly to the selected validation
rotocol. For example, the protocol V1 recommends a calibra-
ion out of matrix using two CSs at the same concentration level
at the target concentration or at a slightly higher concentra-
ion) and a minimum of nine independent VSs at three different
oncentration levels. The VSs have, as much as possible, to be
repared in the matrix and be independent. They must simulate
he best the future samples that the analytical procedure will
ave to quantify.

According to the selected protocol, Table 2 shows the total
umber of experiments to be performed. It has to be noticed
hat they are the lightest protocols built according to regulatory

onstraints. Consequently, the total number of experiments can
ometimes be reduced but also be developed depending on the
bjective of the analytical procedure. So the minimal number
equired of VSs can be reduced to a minimum of two or the

nal validation standards (linearity ICH).
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Table 3
Examples of possible concentration levels by type of procedure

Procedure

1 2 3 4 5 6

Calibration standards
Low LQ (80%)a LA LQ/LAa Cmin% LQ
Mid 100%b (1/2Cmax)a 100% LA (50%)a (50%)a 1/2Cmax

High (120%)c (Cmax)a (120%)a LA 120% 120% Cmax

Additionnal(s) (x)d

Validation standards
Low 80% LQ 80% LA LQ/LA Cmin% LQ
Mid 100% 1/2Cmax 100% LA 50% 50% 1/2Cmax

High 120% Cmax 120% LA 120% 120% Cmax

LOQ: limit of quantification; LA: admitted limit; Cmax: maximum concentration.
a Possible suppression of a concentration level for calibrating (for example: model as the simple regression line).
b in the

er to
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ing one of the mentioned protocols (Fig. 2 and Table 2), it is
recommended to identify first, using the calibration standards,
the relationship between the response Y and the concentration X

Table 4
Example of experimental conditions for estimating the intermediate precision

Series
Using only one concentration level implies that the zero would be included
c Selection of a concentration level higher than the target concentration in ord
d Addition of a concentration level for a more complex response function (for

umber of concentration levels for these VSs can be increased
rom 3 to 5 in order to be compliant to the ICH requirements
Fig. 3).

It should be noticed that in the case of so-called “absolute”
rocedures, such as a potentiometric titration, the validation
rotocol is only limited to the use of standards of validation.

As an example, Table 3 illustrates some concentration levels
hat can be used for the following comparative procedures (by
x: HPLC):

. determination of a single chemical substance for which the
reference is available or determination of a chemical sub-
stance (active ingredient, preservative) in a pharmaceutical
specialty (matrix);

. determination of an available synthesis impurity of a chemi-
cal substance or of an available degradation products in this
same substance or a pharmaceutical specialty (matrix) at
concentration levels higher than the limit of quantification;

. determination of an available synthesis impurity of a chemi-
cal substance or of one of its available degradation products
in this same substance or a pharmaceutical specialty (matrix),
around the impurity limit (impurity limit > limit of quantifi-
cation);

. simultaneous determination of a chemical substance and one
of its non-available or not identified impurities or degradation
products in this same substance or a pharmaceutical specialty
(case of the use of the chemical substance concerned to the
allowed maximum concentration as tracer of the impurity or
the degradation product);

. determination of a chemical substance (active ingredient)
within the framework of dissolution kinetics for a dry dosage
form (matrix);

. determination of a chemical substance in a complex matrix
(ex: active ingredient and its metabolites in plasma (drugs),

drug residues or other contaminants in food . . .).

Fig. 3 illustrates protocol V1 in which using only one concen-
ration level implies that the zero is included in the calibration

D
O

calibration system (cf. Fig. 3).
calibrate (for example: 120% of target concentration).
ple: 4-parameter logistic regression).

ystem. This protocol can be applied to the procedures 1, 2 and
previously described as well as, in some cases, to the proce-

ures 4 and 5. It has to be noticed that two validation standards
ave been added to one of the series in comparison with the
rotocol V1 presented in Table 2. Even if the reason of their
resence is questionable, they are proposed in order to answer to
he methodological specifications about linearity recommended
y ICH (five concentration levels) but they are not maintained
n the following series because of the weakness of information
n the capability of the method.

Different versions of protocol V1 are presented in Fig. 4:
rotocols V2 and V3, respectively. In protocol V2 (Fig. 4A),
alibration is always realized without matrix but contains two
r three concentration levels (for a simple regression model)
nstead of one. The protocol V3 (Fig. 4B) is characterized by a
ingle concentration level realized alternately within and with-
ut matrix. The objective of this double calibration system is
o assess the effect of the matrix and especially to evaluate its
mpact on the accuracy profile.

In order to obtain a good estimate of the intermediate pre-
ision, it is important to perform the p series of experiments in
onditions as representative as possible of the routine practice
day, operator, equipment, . . .). For example, if two operators
ill be involved with the method in routine use, a simple exper-

mental design, such as illustrated in Table 4 can be applied.
At the end of the validation experiments performed follow-
1 2 3 4 5 6

ay 1 1 2 2 3 3
perator A B A B A B
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Fig. 4. Description of protocols V2 (A) and

response function). So, several mathematical regression mod-
ls have to be fitted, their accuracy profile calculated and one
f them selected in order to take a decision about the valid-
ty of the procedure of interest. The choice depends on one
and on procedure type (pharmaceutical method, bio-analytical
ethod, immuno-assay, . . .) and on the other hand on objec-

ives fixed by the analyst. A linear regression (through 0 or
ot) will be envisaged for most of the pharmaceutical and bio-
nalytical methods. Mathematical transformations applied to the
oncentrations X and to the responses Y can be also used: the
eperian logarithm, the square root, . . . (Fig. 5). The quadratic
egression can be useful in some cases while for the immuno-
ssays, the preference will be a 4 parameter logistic regression

4PL).

Then the concentrations of the VSs will be back-calculated by
eries using the different equations of calibration curves (func-
ions of selected responses). However, before back-calculating

l
n
u
p

B) with within-matrix validation standards.

he concentrations, it is essential, if it is not the case,
o align all the introduced concentrations by concentration
evel.

Finally, for each concentration level, the trueness and the
recision of the procedure will be estimated and then lim-
ts representing the accuracy of the results will be calculated.
hese limits should include a large (depending on the objec-

ive) proportion of results. For each fitted model, these limits
re used to build the accuracy profile (Fig. 5). These profiles
ill constitute for the analyst a visual decision tool allowing
im to evaluate the capability of the procedure. If none of the
ccuracy profiles is within pre-fixed acceptance limits, the ana-
yst can, either restrict the dosing range by determining new

imits of quantification or extend acceptance limits (which is
ot always possible). In this case, diagnosis tools like resid-
al plots, lack-of-fit testing, . . . will be available to identify
roblem(s).
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Fig. 5. Examples of accuracy profiles obtained with the same validation protocol (relative error vs. concentration). Dosing range: 20–2000 ng/ml. (A) Weighted linear
regression (weighted factor: 1/X); (B) linear regression after square-root transformed data; (C) linear regression after log transformed data; (D) linear regression
through 0; (E) quadratic regression; (F) linear regression. The continuous lines are the relative bias, the dotted lines are the ±15% acceptance limits and the dashed
lines are the upper and lower relative 95%-expectation tolerance limits. The dots represent the relative back-calculated concentrations of the validation standards.
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The accuracy profiles obtained for the validation of a dosing
rocedure of a chemical substance in a biological matrix are
llustrated in Fig. 5. In this case, the protocol V5 was applied
nd some concentration levels were added. These levels were
ssentially low in order to have a good estimate of the lower
imit of quantification. This choice was based on one hand on
he expertise of the analyst and on the other hand, on the previous
xperiments performed during the optimisation of the analytical
rocedure. As described in Fig. 5, only one over six response
unctions (linear regression after log transformed data) answered
he objective, i.e. being within the acceptance limits (±15%).
herefore, the accuracy profile allows us to decide about the
apability of the procedure. In this example, the dosing range
n which the procedure is able to quantify with a known accu-
acy (trueness + precision) was estimated to be between 20 and
000 ng/ml.

Using such a practical decision tool, the analyst can choose
he response function the most appropriate or the simplest that
nswers the objectives of the analytical procedure. In a way,
his confirms the fitness for purpose of the response function.
n the meantime, he has validated the dosing range. It is also
ossible to obtain an estimation of the overall accuracy of the
esults produced with the procedure by checking the linearity
f the relationship between the estimated concentration and the

ntroduced concentration.

In order to demonstrate the specificity of the method, exper-
ments have to be added to the experimental design. These are
enerally performed at the beginning of the validation phase.

a
p
t

Fig. 6. Algorithm for the selection
nd Biomedical Analysis 45 (2007) 70–81

.3. Protocols in prevalidation phase

The aim of the prevalidation phase is to prepare all the ele-
ents needed for the formal validation of the procedure, such

s the precise configuration of the equipment to be used, the
reparation of the stock and diluted solutions for the calibration
tandards and the preparation of the validation standards [41].
ll these information should be included ideally in a protocol
efore starting the validation phase.

Moreover, the main objectives of the prevalidation phase are
o:

identify the response function (linear, non-linear, mathemati-
cal transformation, weighting) that will be used for calibration
during validation;
define the limit of detection (if it is necessary);
estimate the limit(s) of quantitation (according to the proce-
dures);
evaluate the range and the number of calibration points;
determine the extraction efficiency (if an extraction step is
involved in the procedure);
check the specificity before starting the validation phase.
All these results must be included in a documented report
nd their analysis should guide ideally to a detailed validation
rotocol describing the experimental procedure, the compounds
o be assayed, the validation criteria and their acceptance limits.

of the prevalidation protocol.
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The algorithm presented in Fig. 6 illustrates the approach
o select the experimental protocol in prevalidation according
o the constraints or the features related to the dosage proce-
ure of interest. Nevertheless, it is important to underline that
his prevalidation step is not essential and is related especially to

ore complex procedures including more particularly the selec-
ion of a response function, the estimation of the limit(s) of
uantitation prior to the validation phase. The prevalidation step
an be replaced by an optimisation phase. It is also needed to
emind that the experiments are performed only from the cal-
bration standards in prevalidation. Therefore, for example the
esponse function will have to be confirmed during the formal
alidation phase [42,43].

As shown in Fig. 6, it is first recommended to check whether
here is or not a matrix effect. Then, irrespective of the answer,
he limit(s) of quantitation will be or not estimated keeping in

ind that one of the first aims in prevalidation is to define the
ost appropriate response function, i.e. the best relationship

etween response and concentration. The different protocols are
ummarised in Table 5 for which different concentration levels
re proposed as examples. Each sample must be replicated at
east two times and a minimum of two series must be performed.
t is left to the analyst to form an opinion on the feature of
ndependence for the replicates and especially for the series on
hich the power of the precision estimate will depend.
In addition to the establishment of appropriate response func-

ions, the protocols proposed in Table 5 can be applied more
articularly to:
PV1: the determination of the limit of quantitation for an
available synthesis impurity of a chemical substance or for
one of its available degradation products;

X

i
c

able 5
on-exhaustive examples for the choice of the concentrations levels of calibration sta

alibration standards PROTOCOL

PV1 PV2

alibration without matrix
LOD Low (80%)
LOQ Medium (100%)
3 LOQ High (120%)
x LOQ
Cmax

alibration within matrix
Low (80%)
Medium (100%)
High (120%)

inimum number of series
2 2

otal number of experiments (minimum)
20 24

OD: limit of detection; LOQ: foreseen limit of quantitation, since it is not validated
* Some additional calibration points may be required in the case of a wide range te
nd Biomedical Analysis 45 (2007) 70–81 79

PV2: the evaluation of a matrix effect for the assay of a
chemical substance (active ingredient, preservative) in a phar-
maceutical form;
PV3: the determination of the limit of quantitation and the
evaluation of a matrix effect for the simultaneous assay of a
chemical substance and one of its impurities or degradation
products not available or not identified in a pharmaceutical
form (case of the use of the chemical substance concerned
at the allowed maximum concentration like a tracer of the
impurity or the degradation product);
PV4: the determination of the limit of quantitation and the
evaluation of a matrix effect for the assay of an available syn-
thesis impurity or for one of its available degradation products
in a pharmaceutical form;
PV5: the determination of the limit(s) of quantitation (lower
and upper) for the assay of a chemical substance in a complex
matrix (ex.: drug residues or other food contaminants, . . .).
It has to be noticed that if only the LLOQ is determined, the
point corresponding to 0.85 Cmax can be removed. In this case,
the total number of experiments is equal to 24;
PV 6: the definition of the range for the determination of a
chemical substance in a complex matrix (ex.: active ingredient
with a known matrix effect, determination of an endogenous
component or a physiological parameter, . . .).

If some intermediate (or additional) concentrations are
eeded, they can be determined as follows:

Xi2k + Xijk

i(j−1)k =

2

.e. by selecting halfway concentrations between the nearest
oncentration level previously estimated and xi2k (see Fig. 7).

ndards according to the kind of prevalidation protocol selected

PV3 PV4 PV5 PV6

LOD LOD
LOQ LOQ
3 LOQ 3 LOQ
Medium x LOQ
High (Cmax)

LOD LOD LOD Low
LOQ LOQ LOQ Medium
3 LOQ 3 LOQ 3 LOQ High
Medium x LOQ x LOQ (*)
High (Cmax) Medium

0.85 Cmax

Cmax

2 2 2 2

40 32 28 24

yet; Cmax: the maximum concentration of the range defined a priori.
sted or according to the foreseen regression model.
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Fig. 7. Selection of the intermediate concentrations.

.4. Optimal number of experiments to perform in
alidation

It is possible to determine the optimal number (replicates
nd series) of the validation standards for the validation phase.
his optimal number is based on the precision results obtained

n prevalidation or during optimisation. Indeed, performing too
ew experiments could lead to the rejection of the analytical pro-
edure even though it is actually valid. On the other hand, too
any experiments will make the validation phase longer than

ecessary. Between these two extremes, an optimal number of
xperiments exists as shown in Table 6. This table has been
btained by simulation methods at the 5% level of significance,
ssuming that the expected bias at the concentration level con-
idered is not greater than 2% of the theoretical concentration.

For coefficient of variation values smaller than those pre-

ented in Table 6, a minimum of three series and four replicates
er series must be envisaged. For the combination of values
here no number of experiments is proposed in the table, it

s recommended to continue the development of the analytical

able 6
ecommended number of series and replicates per series for the validation

tandards as a function of the coefficients of variation for repeatability and
etween-series obtained from the calibration standards in prevalidation

Vj(g) Nb. series CV(r)

4% 5% 6% 7% 8%
Nb replicates

% 3 4 4 5 6
4 4 4 4 5 9
5 4 4 4 5 5

% 3 4 4 4 5
4 4 4 4 6
5 4 4 4 5 8
6 4 4 4 4 5

% 3 4 4 6 10
4 4 4 6 7
5 4 4 5 7
6 4 4 5 5 6

% 3 6 8
4 4 4 6
5 4 4 5 7
6 4 4 5 7 9

% 4 9
5 6 8
6 4 5 8

Vj(r): repeatability coefficient of variation. CVj(g): between-series coefficient
f variation.

d
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nd Biomedical Analysis 45 (2007) 70–81

rocedure, at the risk of never being able to validate it. If the
xpected bias at the concentration level j is close to 0%, one
eplicate per series less than proposed in Table 6 can be envis-
ged, which corresponds to the validation protocol with three
eries and three replicates (see Table 2).

. Conclusion

The objective of the SFSTP commission on analytical method
alidation was to provide analysts with a harmonized and prac-
ical guide to perform such validations since the regulatory
ocuments of the domain do not achieve this.

The present paper is the second part of the summary report of
new SFSTP commission on the validation of quantitative ana-

ytical procedures which reviews some validation criteria and
roposes harmonized protocols by in particular distinguishing
he diagnosis rules and the decision rules. These latter are based
n the use of the accuracy profile using the concept of total
rror (bias + standard deviation). At the same time, this approach
ermits to simplify the validation approach of an analytical pro-
edure and to control the risk associated with its use.

The document is a compromise and did appear to be reason-
ble and acceptable to all members of the group with respect
o the validation of an analytical procedure. Throughout com-

ission reflections, the common concern was to rationalize the
ecision-making to go in the direction of an improvement of
he coherence and documentation of the choices carried out and
hus, in the long term, of quality.

So that this step is applicable to the laboratory level, the com-
ission tried to take into account the practical constraint of the

xperimental approach suggested. The protocols propose a suf-
cient but realistic number of experiments. The gain in quality is
ot obtained by increasing the total cost of the validation process.

The statistical aspects as well as the examples of applications
ill be the subject of a later publication.
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Washington, 2000.
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